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Abstract. We propose a method for detecting and
automatically correcting perceptual artifacts on syn-
thetic face images. Recent generative models, such
as diffusion models, can produce photorealistic im-
ages. However, these models often generate visual
defects on the faces of people, especially at low reso-
lutions, which impairs the quality of the images. We
use a face detector and a binary classifier to iden-
tify perceptual artifacts. The classifier was trained
on our dataset of manually annotated synthetic face
images generated by a diffusion model, half of which
contain perceptual artifacts. We compare our method
with several baselines and show that it achieves su-
perior accuracy of 93% on an independent test set.
In addition, we propose a simple mechanism for au-
tomatically correcting the distorted faces using in-
painting. For each face with artifact response, we
generate several replacement candidates by inpaint-
ing and choose the best one by the lowest artifact
score. The best candidate is then back-projected into
to the image. Inpainting ensures a seamless connec-
tion between the corrected face and the original im-
age. Our method improves the realism and quality of
synthetic images.

1. Introduction

Synthetic image generation has made a giant leap
in recent years, thanks to the development of pow-
erful generative models, such as generative adver-
sarial networks (GANs) [10, 15] and diffusion mod-
els [24, 23]. These models generate photorealis-
tic images that are often indistinguishable from real
photographs by human observers. However, they
also sometimes produce visually unpleasant and dis-
tracting artifacts, including distorted faces.

In this paper, we focus on detecting and correct-
ing perceptual artifacts in synthetic face images. We

use the Stable Diffusion – Realistic Vision model [5],
which is a popular text-to-image model that can gen-
erate high-quality images from complex captions.
We observe that, although this model can generate
amazing images, it often produces artifacts on the
faces of people, especially at low resolutions.

Unlike GANs, which have a known “truncation
trick” [3] to avoid artifacts by restricting the latent
codes to a narrow range (near the mean latent vec-
tor), diffusion models do not have such a simple tech-
nique to control the trade-off between the quality and
the diversity of generated images. Therefore, we pro-
pose to train a detector to identify perceptual artifacts
on synthetic face images, and use its output to auto-
matically correct the generated faces. See Fig. 1 for
an example. Our contributions are as follows.

• We trained a binary classifier to detect percep-
tual artifacts on face images generated by the
diffusion model by learning on our dataset. We
manually annotated a set of 1274 images where
a half of the samples contained perceptual arti-
facts.

• We compared our method with several base-
lines, such as the size of the synthetic face,
the response score of the face detector, the
response of the LAION Aesthetics predic-
tor [25], and a recent perceptual artifact detec-
tor PAL4VST [33], showing that our method
achieves superior accuracy in detecting arti-
facts.

• We proposed a fully automatic method for fix-
ing distorted faces generated by the diffusion
model, using inpainting. For each face with the
artifact response, we generate several replace-
ment candidates by inpainting and choose the
best one by the lowest artifact score.
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Figure 1: Detection and correction of perceptual artifacts on synthetic faces performed fully automatically by
our method. Left image is the input, an original image generated by Realistic Vision model [5] with the prompt
“A family enjoying a picnic in a vibrant, flower-filled meadow”. Right image shows the result of our method.
Bottom images are zoomed details of distorted/corected face pairs.

The rest of the paper is structured as follows. Re-
lated work is reviewed in Sec. 2, the method is pre-
sented in Sec. 3, experiments are given in Sec. 4 and
finally, Sec. 5 concludes the paper.

2. Related work

Long before the availability of photo-realistic syn-
thetic generators, researchers aimed to assess the
quality of images rather from a technical perspec-
tive (for sharpness, noise, compression, etc.) [26, 18].
Early attempts to assess the perceptual image qual-
ity were made even before the boom of deep learn-
ing. Paper [28] classified photos taken by amateurs
and professional photographers, or paper [7] learned
a simple classifier on hand crafted features using a
dataset from peer-rated photo website.

Recently, there have emerged many works on
image aesthetics assessment. To name a few, the
LAION Aestitics predictor [25] learns a simple
multi-layer perceptron on CLIP embeddings [22],

given crowd sourced aesthetics score. Paper [16]
learns the aesthetic score indirectly from user com-
ments of online images. ‘Naturalness’ of an image is
learned in [4]. For a comprehensive review of these
methods, we recommend surveys [8, 1].

A standard approach to assess the quality of a gen-
erative model, is to use the Fréchet Inception Dis-
tance (FID) [11]. However, it assesses both the qual-
ity and diversity of generated images and is not de-
fined for a single sample, but needs a large set of gen-
erated images.

The recent FreeU [27] promises a universal
improvement of visual quality of diffusion mod-
els, without any additional training, by simply re-
weighting the skip connections in the denoising U-
NET. However, the quality improvement seems to be
at the cost of diversity and even prompt fidelity. A
different approach [2] to improve the generator qual-
ity is to train the diffusion model by reinforcement
learning, possibly using the aesthetic reward.



More closely related to our work are papers that
learn perceptual artifacts in synthetic images. Pa-
per [31] detects artifacts in super-resolution GANs,
paper [34] detects artifacts in inpainting. The recent
work [33] learns a predictor to localize the percep-
tual artifacts in images produced by recent synthetic
generator models including the Stable Diffusion [24].
The paper also proposes a mechanism similar to ours
to correct the artifacts. We compare with their results
and show that our method has superior artifacts de-
tection accuracy. Our automatic correction differs in
the mechanism to select the best one out of several
candidate replacements.

Our problem is indirectly related to out-of-
distribution (OOD) [32] detection problem, where
only the in-distribution samples are available for
training. Although face images form a relatively
compact domain, we observe that artifacts generated
by the diffusion model are so specific that the su-
pervised classification problem is more appropriate.
Natural drawback of this choice is that we are model
dependent and have to retrain for a new model.

Another related problem is forensic detection of
synthetic images, a.k.a. ‘deepfake’ detection [20]. It
might sound easy to train synthetic vs. real face im-
age classifier and use it to spot images with artifacts.
However, it is not true that this classifier will respond
with higher synthetic score on images with obvious
perceptual artifacts. We will show this experiment
among our baselines. The reason is that the real vs.
synthetic classifier learns low-level signal features
(as reported e.g. by [30, 6]) and the higher-level con-
tent seems to be overlooked.

3. Method

Our aim is to develop a method to detect artifacts
in synthetic images and correct them automatically.
This work focuses on artifacts in the facial area,
firstly, because human perception is very sensitive to
faces and secondly, because a lot of artifacts in re-
cent generative models are concentrated in the facial
area. Specifically, our data-oriented method consists
of two modules a detection module, see Sec. 3.1, and
automatic face artifact removal module, see Sec. 3.2.

3.1. Artifact detection module

The artifact detection module consists of an off-
the-shelf face detector [13] and a face artifact (bi-
nary) classifier. For the architecture we choose
the powerful vision transformer for image classifica-

(a)
A face framed
by a hooded

sweatshirt on a
chilly day.

(b)
A group of

friends gathered
around a bonfire,

their faces
illuminated by the

flames.

(c)
A farmer driving
a tractor through
a field of corn.

Figure 2: Examples of generated images alongside
with their prompts.

tion [9]. The training is done in a supervised manner
on our manually annotated synthetic dataset.

Synthetic dataset Realistic Vision [5] is a popular
text-to-image diffusion model. Each generated im-
age requires as an input a Gaussian noise and textual
prompt to guide the diffusion process.

To make the synthesis fully automatic, we gen-
erated random prompts using ChatGPT [21]. The
queries for ChatGPT aimed to produce textual
prompts describing images containing (1) people
with focus on whole-body shots (e.g. Fig 2b) and
(2) people’s portraits (e.g. Fig 2a). We obtained 200
prompts in each of the queries, 400 in total1. During
the dataset synthesis, we randomly sampled a prompt
and an initial Gaussian noise to produce the images.
We used the default negative prompt for the Realistic
Vision model as recommended by its authors.

With this process, we synthesized a set of 3k im-
ages and manually separated the samples into two
classes – with and without artifacts. The presence of
artifacts is not a binary property in fact, as the bound-
ary appears rather fuzzy, and for certain images it is
very challenging and subjective to decide one of the
two classes. Hence in our dataset, we include only
the most severe and disturbing artifacts. Given the
random nature of the generated prompts, some im-
ages had to be completely discarded, because they
did not contain any visible face (See Fig. 2c).

Subsequently, we detected faces in the collected
images using the YOLO v8 Face detector [13]. Faces
with size smaller than 50 pixels were discarded. All

1Image dataset with the prompts will be released.



faces were aligned, so that the eye-keypoints line 2

was parallel with the horizontal axis.
In total, the dataset of 1274 images was randomly

split, such that the training set consisted of 406 im-
ages for each class, validation set of 97 for each class
and the test set of 134 faces for each class.

3.2. Automatic face artifact removal

We propose a simple mechanism to automatically
and seamlessly rectify faces with artifacts in syn-
thetic images.

The idea is to replace faces with detected artifacts
by generative inpainting. Inpainting is a process used
in image editing where unwanted parts of an image
are filled in seamlessly to fit the overall context. We
used the same generative model to do the inpaint-
ing [5]. Since the model struggles with generating
faces at low resolution, we zoom in around the face
bounding box to increase the likelihood that the in-
painted face were artifact-free. Moreover, we always
generate several inpainting candidates and decide the
best one by our classifier response.

Our method consists of the following steps:

1. In the generated image, we find a face for which
our classifier is positive for artifacts.

2. Using inpainting, we generate N candidates for
replacement. Note that we zoom in, such that
the face bounding box is magnified by factor m
and inpaint the pixels inside the original bound-
ing box.

3. For each of the N replacement candidates, we
measure the response of our artifact classifier
and choose the winner as one with the lowest
score. See Fig. 3 for an example of replacement
candidates sorted from highest to lowest artifact
score.

4. The winning candidate is finally subsampled by
1/m to the original scale and projected back
into the original image.

We cannot enlarge the face to the maximum pos-
sible size, because inpainting requires some context.
If the context is insufficient, i.e., the area around the
face region is too small and uninformative, the re-
sulting inpainting does not match the original image
(in terms of content, geometry, and lighting/shading).

2Facial keypoints are also returned by the YOLO Face detec-
tor.

Therefore, we zoom in by factor m = 2, which is
emprically found as a trade off between model re-
alism and consitency with context. Inpainting itself
ensures that the connection with the original image is
seamless and no additional blending is needed.

We set the number of replacement candidates N =
10, as a trade-off between quality and computational
time. More candidates increase the chance of finding
a better candidate, but the system is less responsive.

This way we can effectively remove face artifacts
and thus improve the perceptual quality and realism
of generated images.

3.3. Implementation details

We initialized the classifier network with weights
pretrained on the ImageNet dataset. The network
was trained for 10 epochs with AdamW [19] opti-
mizer and the initial learning rate of 5e-05. During
training, we employed a linear learning rate sched-
uler and augmented our dataset by mirroring each
example and adding it to the dataset. The images
were resampled to ViT input resolution 224 × 224
pixels. Following the preprocessing of the pretrained
ViT, we use normalization across the RGB channels
with mean [0.5, 0.5, 0.5] and standard deviation [0.5,
0.5, 0.5].

For inpainting in the correction module, we used
the same generative model and HuggingFace’s dif-
fusers library [12] (v0.17.1) with the following
settings: num inference steps=200, strength=0.45,
guidance scale=15.5.

4. Experiments

To evaluate our method, we conducted number of
experiments. Firstly, we report quantitative evalua-
tion, comparing our classifier to other methods for
artifact detection. To the best of our knowledge,
there exists only one paper contributing directly on
this topic, that is PAL4VST [33]. For that reason,
we propose several additional baselines to compare
our model with. Secondly, we present the qualita-
tive evaluation of the baselines by ranking the test
set according to responses of each classifier. Finally,
we show results of the entire detection and automatic
correction pipeline.

4.1. Baselines

Face-size based classifier. We observe high corre-
lation between face size and the severity of artifacts.
The size was determined from face detections found
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Figure 3: Replacement candidate ranking. To find a replacement for the original face image with artifacts (left),
we generate multiple candidates using inpainting and sort them based on the response of our artifact classifier.
Subsequently, we select the one with the best response as a replacement for the original face.

by the YOLO v8 face detector [13]. For non-square
bounding boxes, we took the longer side. The clas-
sification threshold that maximizes classification ac-
curacy was determined on the validation set.

Laion Aesthetics predictor. The Laion Aesthet-
ics predictor [25] was trained to predict an aesthet-
ics score in range [0, 10] based on the visual appear-
ance of an image, 10 being the best. The threshold
was again found to maximize the validation accuracy.
The model was trained on whole images, thus we
asses this baseline in two modes, one with whole im-
ages as inputs and second mode with the face crops.

Face-detection-score based classifier. The YOLO
v8 face detector [13] is our next choice for a baseline;
specifically, the confidence score for each bound-
ing box. Yet again, we determine the classification
threshold on the validation set.

Perceptual artifact localisation (PAL4VST).
Zhang et al. [33] train a segmentation transformer
for artifact localization in synthetic images generated
by multiple generative models (including the Stable
Diffusion [24]). The output is a segmentation mask
where active pixels mark the areas with artifacts.
Since the method expects whole images, we test
again two scenarios, face crops and whole images.
To compare this method to our facial artifact detec-
tion, we inferred the classification labels as follows.
We consider the prediction as “with artifacts” if at
least one pixel in the output mask was active for the
face crop or inside the face bounding box in case of
whole images. Otherwise, the predicted label was
“no artifacts”.

Synthetic vs Real classification baseline. As next
baseline, we consider a classifier between real and

Model Acc AUC
Face-size 0.8731 0.9213
Laion Aesthetics [25] 0.8134 0.9420
Face detector score 0.5896 0.6475
PAL4VST [33]
(face crops)

0.7164 0.7981

Synth/Real
(last layer finetuned)

0.7761 0.8651

Ours 0.9254 0.9678
Laion Aesthetics [25]
(whole images)

0.5633 0.5805

PAL4VST [33]
(whole images)

0.6531 0.7766

Table 1: Quantitative results. Classification Accu-
racy (Acc) and Area under the precision-recall curve
(AUC) calculated on our test set.

synthetic images. The classifier was trained in a su-
pervised manner with 10k images in each class. The
synthetic class was generated as described in Sec. 3.1
with the recommended negative prompt. As the real
class, we used randomly selected subset of images of
the FFHQ dataset [14] and cropped the faces in the
same way as in the synthetic class.

We trained ViT, started from ImageNET model,
but trained only the last layer and kept other weights
frozen. This model achieved 99% accuracy in dis-
criminating synthetic vs real images. We observed,
that artifact detection accuracy was higher than when
training the entire model. We hypothesize that the
latter option learns the low-level signal features, as
reported by [30, 6], and not the image content.

The threshold for artifact detection was again set
on the validation set.

4.2. Quantitative results

The comparison between our artifact detector and
the baselines is presented in Table 1. Namely, we
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Figure 4: Image ranking – worst first. Each row de-
picts five worst images from the test set. Ranking is
based on the response of each classifier.

report classification accuracy (Acc) and the area un-
der the precision-recall curve (AUC). Our method
achieves superior results for both metrics.

As expected, the simple face-size based classifier
is a strong baseline. It confirms the artifacts are
most common in faces in low resolution, but might
be present in higher resolution, too.

Laion Aesthetics predictor in the whole image set-
ting is weaker. Likely, the mismatch between detect-
ing artifacts and predicting aesthetic quality is signif-
icant. Ranking in Fig. 5 suggests that the most aes-
thetics of an image reside in colorfulness and not in
structural correctness. We also observe that the ver-
sion with cropped faces is significantly more accu-
rate, probably because the artifacts are more promi-
nent.

Face detector score is a surprisingly weak base-
line. We hypothesize that unlike classical scan-
nig Viola-Jones [29] detector, YOLO [13] decides
on a larger context (i.e., a human body), the dis-
torted faces do not impact the score much. Faces
with severe artifacts were confidently detected on our
dataset.

PAL4VST [33] does not perform very well to de-
tect face artifacts either on the face crops or whole
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Figure 5: Image ranking – best first. Each row de-
picts five best images from the test set. Ranking is
based on the response of each classifier.

images, despite it is a recent method trained on a
much larger dataset of generated images including
Stable Diffusion.

Synth/Real classifier is another rather weak base-
line. It is a proxy problem that does not solve the
target artifact detection task very well.

4.3. Ranking experiment

To qualitatively compare all the models, we con-
duct ranking experiment on held-out test set. Each
test image is evaluated using each model and ranked
by its response; in the case of PAL4VST, we rank by
the size of the region with artifacts, i.e., the number
of active pixels in the segmentation mask. Images
with the most severe artifacts are depicted in Fig. 4,
the cleanest or the most photo-realistic are in Fig. 5.

We can see that different baselines returned differ-
ent ranking, which indicates each model focus on dif-
ferent features. Laion Aesthetics predictor returned
rather visually pleasant (colorful) images as the best.
PAL4VST returned very distorted images as the best
ones, YOLO detect response returns several good im-
ages among the worst ones. The ranking confirms
quantitative results in Tab. 1.
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Figure 6: Example of the application of our method.
Original image (top) contains severe artifacts in the
facial area. Artifacts are discovered using our pre-
trained classifier and multiple candidates for replace-
ment are generated using inpainting. The candidates
are again evaluated by our classifier and ranked ac-
cording to its response. The one with the best score
is selected as the replacement. The corrected images
are shown in the middle row, while the details of the
faces are depicted in the bottom row.

Original Correction

Artifact
detail

Artifact
detail

Correction
detail

Correction
detail

Figure 7: An example of automatic correction of
face artifacts in a synthetic image. The original im-
age contains unnatural facial features. The newly-
generated faces look much more realistic.

4.4. Results of the entire pipeline

Finally, we show results of the entire pipeline
(detection and correction) on several images. See
Figs. 1, 6, 7, 8 for examples. Our detector finds
distorted faces and correctly selects a good replace-
ment candidate. The result is a seamless correction
of faces with artifacts.

5. Conclusion

In this work we propose an artifact classifier for
synthetic face images trained on our manually anno-
tated dataset. We provide comparison with several
baselines such as face-size based classifier, LAION
Aesthetics predictor or the recent perceptual artifact
detector [33], showing that our method achieves su-
perior classification metrics in face artifact detection.

Furthermore, we demonstrate that our method is
applicable in automatic correction of the facial arti-
facts caused by recent diffusion models. Specifically,
we generate multiple replacement candidates of the
face with artifacts using standard inpainting. Sub-
sequently, we evaluate the new face candidates with
our classifier and, in the end, we select the candidate
with the lowest artifact score as the replacement.

Limitations and future work. One of the weak-
nesses of our method is the fact that during the au-
tomatic artifact correction, we use quite an ambigu-
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Figure 8: Example of automatically rectified face ar-
tifacts, produced by our method.

ous prompt “face” to regenerate the image. Due to
this fact, we do not have any guarantee that the cor-
rected face will be of the same age or gender, we only
rely on the context. In minor cases, semantically in-
compatible faces are found. That might be avoided
by keeping the original prompt if available or esti-
mate the prompt with off-the-shelf image captioning
model such as BLIP [17].
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